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**Resumen**

La problemática del transporte público es un tema que afecta a gran parte de la población, especialmente a aquellas personas que dependen de él para desplazarse diariamente a sus trabajos, estudios y otros compromisos. La falta de eficiencia en este servicio se traduce en retrasos, sobrecarga de pasajeros, accidentes, entre otros inconvenientes. La inteligencia artificial (IA) es un campo en constante evolución que ha mostrado resultados prometedores en la solución de problemas complejos. En particular, las redes neuronales son una técnica de IA que se ha utilizado con éxito en diversas áreas, desde la medicina hasta la ingeniería. Se plantea la utilización de técnicas de IA, específicamente redes neuronales, para abordar la problemática del transporte público en la ciudad de Manizales;” El Tiempo. (2018). El incierto futuro de la movilidad en la ciudad de Manizales”. En la ciudad de Manizales en la actualidad se presenta un aumento significativo en el número de vehículos por persona, lo cual genera un mayor congestionamiento en horas pico en las vías principales de la ciudad, este problema se intensifica cuando las entidades prestadoras del servicio de trasporte público no tienen un buen gestiona miento de diferentes variables que pueden llegar a tener consecuencias positivas o negativas de acuerdo a la debida coordinación de dichas variables tales como lo son: El número de vehículos de trasporte público en circulación, teniendo en cuenta la hora y demanda del servicio , las horas de más y menos afluencia de usuarios, los destinos con mayor demanda de vehículos, el promedio diario de pasajeros por ruta y la distancia de la ruta; estas variables abren la incógnita de si la IA puede ayudar a mitigar los efectos adversos con ayuda de un buen procesamiento de toda la información disponible y una técnica de IA que nos ayude a gestionar toda esta información para realizar posibles predicciones.
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1. **Objetivos General**

Realizar una propuesta de predicción de diferentes variables del sistema de transporte público en Manizales aplicando redes neuronales.

1. **Objetivos Específicos**

* Recopilar y analizar la información disponible sobre el sistema de transporte público en este caso de la ciudad de Manizales, Caldas, incluyendo datos históricos de operación y variables relevantes para la predicción.
* Seleccionar las variables más relevantes à partir de la información recopilada y definir el modelo de red neuronal adecuado para la predicción.
* Diseñar y desarrollar una propuesta o un modelo de arquitectura de la red neuronal utilizando herramientas y lenguajes de programación especializados en inteligencia artificial.
* Validar la red neuronal en un ambiente de prueba para comprobar su funcionalidad y eficacia en la predicción de las variables seleccionadas.
* Analizar los resultados obtenidos y proponer recomendaciones para el sistema de transporte público.

1. **Introducción**

En la actualidad, el transporte público en la ciudad de Manizales enfrenta un desafío constante debido al aumento exponencial de vehículos en las calles, lo que resulta en congestión vehicular y problemas en la operación de las empresas encargadas de prestar este servicio. La gestión ineficiente de diversas variables operativas es uno de los principales desafíos a abordar. Esta problemática impide que se aproveche la gran cantidad de información generada diariamente en la industria del transporte público, lo que podría utilizarse para realizar predicciones y optimizaciones. Este trabajo se enfoca en explorar cómo la implementación de una red neuronal puede beneficiar al transporte público en Manizales al permitir la generación de predicciones basadas en datos históricos y variables relevantes. La inteligencia artificial, en particular las redes neuronales, ofrece la capacidad de procesar y analizar grandes volúmenes de datos para extraer patrones y tendencias, lo que podría llevar a un mejor entendimiento de la operación del sistema de transporte público. El objetivo general de este trabajo es proponer un modelo de predicción de diferentes variables del sistema de transporte público en Manizales mediante la aplicación de redes neuronales. Para lograr este objetivo, se llevarán a cabo las siguientes etapas: recopilación y análisis de datos, selección de variables relevantes, diseño y desarrollo de la arquitectura de la red neuronal, validación en un ambiente de prueba y análisis de resultados con recomendaciones para el sistema de transporte público. Esta investigación se justifica por la necesidad de optimizar el transporte público en una ciudad con topografía accidentada como Manizales. Además, la aplicación de técnicas de inteligencia artificial, como las redes neuronales, podría ayudar a prevenir problemas operativos y mejorar la seguridad de los usuarios. La implementación de inteligencia artificial en el transporte público no solo beneficia a los usuarios, sino que también impacta positivamente en la sociedad en general, mejorando la eficiencia, reduciendo costos y previniendo incidentes.

**4. Metodología**

Se utilizo un enfoque mixto, este enfoque combina elementos de los enfoques cuantitativo y cualitativo, permitiendo la recolección y análisis de datos tanto cuantitativos como cualitativos. Para la implementación del modelo, se utilizarán herramientas y el lenguaje de programación Python. Se considerarán posibles problemas durante el desarrollo del modelo y se buscarán soluciones adecuadas en caso de ser necesario.

Los objetivos específicos planteados en esta propuesta se alcanzarán a través de la serie de pasos que se mencionan a continuación:

• Revisión bibliográfica: se realizará una revisión bibliográfica exhaustiva de los antecedentes relacionados con la aplicación de técnicas de inteligencia artificial en el mejoramiento de sistemas de transporte público.

• Recopilación de datos: se recopilarán datos relevantes cuyos aspectos estén directamente relacionados con las problemáticas inherentes al transporte público de Manizales. Esto implica recopilar datos específicos que permitan comprender y abordar las dificultades particulares que enfrenta el sistema de transporte en la ciudad.

• Preprocesamiento de datos: se realizará un preprocesamiento de los datos para limpiarlos y transformarlos en un formato adecuado para su uso en el modelo de redes neuronales.

• Desarrollo del modelo de redes neuronales: se desarrollará un modelo de redes neuronales para predecir diferentes variables del sistema de transporte público, como la demanda de pasajeros, la eficiencia de la ruta de los autobuses, entre otras.

• Validación del modelo: se llevará a cabo una validación del modelo utilizando técnicas de validación cruzada para asegurar su fiabilidad y precisión.

• Bitácora de Desarrollo

• Análisis e interpretación de resultados: Se analizarán e interpretarán los resultados obtenidos para identificar patrones y tendencias relevantes en el sistema de transporte público.

• Presentación de resultados: se analizarán los resultados obtenidos del modelo y se presentarán en un informe final.

• Propuesta de mejoras: Con base en los resultados y el análisis realizado, se propondrán mejoras al sistema de transporte público para su optimización.

**5. Planteamiento**

Este trabajo de grado tiene como objetivo principal abordar el desafío del transporte público en la ciudad de Manizales mediante la implementación de técnicas de inteligencia artificial, específicamente las redes neuronales. La problemática del congestionamiento vehicular y la mala gestión de variables operativas en el transporte público se han convertido en obstáculos significativos para una operación eficiente y satisfactoria para los usuarios. En este contexto, se presenta una propuesta sólida para utilizar datos históricos y variables relevantes en la operación del transporte público para entrenar una red neuronal. Esta red neuronal se diseñará meticulosamente, considerando la arquitectura de las capas ocultas, la función de activación y otros parámetros cruciales para garantizar precisión en las predicciones. La aplicación de esta tecnología permitirá no solo prever tendencias y patrones, sino también optimizar rutas y recursos, mejorando así la calidad del servicio ofrecido a los ciudadanos. La importancia de este estudio radica en su capacidad para transformar datos crudos en conocimientos procesables, proporcionando a las autoridades locales y a las empresas de transporte público información valiosa para tomar decisiones informadas. Este trabajo se presenta como una contribución al campo de la optimización del transporte público, y se espera que sus hallazgos y recomendaciones puedan ser aplicados en el contexto más amplio de las ciudades con desafíos similares en todo el mundo.

**6. Cuerpo del trabajo**

En los últimos 13 años el parque automotor en Manizales casi que se triplicó, pasando de 39.358 a 117.153, lo mismo se aprecia con las motos, que en el mismo período pasaron de 29.604 a 114.285, un incremento del 3,86%. Caracol Radio (2022); el aumento significativo del parque automotor y el creciente número de motocicletas han generado una congestión vehicular alarmante. Según estudios de movilidad, la ciudad realiza más de 750,000 viajes diarios, con una gran cantidad de estos trayectos siendo cortos y potencialmente realizables en bicicleta o a pie. Sin embargo, el uso excesivo de vehículos particulares ha llevado a problemas de tráfico. A pesar de que el transporte público mueve un 15% más de personas, las calles están abarrotadas de automóviles particulares. La situación se agrava debido a los siniestros viales y problemas de estacionamiento, siendo los peatones y los motociclistas los más afectados. Para abordar esta problemática, es esencial fomentar una cultura ciudadana responsable y establecer medidas que promuevan modos de transporte alternativos, además de reforzar la regulación del tránsito, las redes neuronales emergen como una herramienta tecnológica vital para abordar los desafíos del transporte público. Al aplicar redes neuronales en el análisis de datos de movilidad, se pude identificar patrones y tendencias de comportamiento del tráfico en tiempo real. Estos modelos avanzados pueden predecir flujos de tráfico, optimizar rutas y proporcionar estimaciones precisas del tiempo de viaje. Además, las redes neuronales pueden ayudar a las autoridades a anticipar áreas propensas a siniestros viales, permitiendo una mejor planificación de la seguridad vial y la implementación de medidas preventivas.

Integrando redes neuronales en el sistema de gestión del tráfico, Manizales puede contar con un enfoque proactivo para aliviar la congestión. Los algoritmos de aprendizaje profundo pueden analizar grandes conjuntos de datos de movilidad y proporcionar información en tiempo real a los conductores y pasajeros sobre las condiciones del tráfico, ayudándolos a tomar decisiones informadas para evitar rutas congestionadas. Además, estos modelos pueden respaldar estrategias de gestión de tráfico dinámicas, adaptando las señales y semáforos de acuerdo con las condiciones en tiempo real, mejorando así el flujo vehicular y reduciendo los incidentes viales.

Una red neuronal es un modelo matemático y computacional inspirado en la estructura y el funcionamiento del cerebro humano. Se utiliza para realizar tareas que implican aprendizaje y reconocimiento de patrones. Estas redes están compuestas por nodos (neuronas) interconectados que trabajan en conjunto para resolver problemas complejos, Cada conexión entre neuronas tiene un peso asociado. Estos pesos determinan la fuerza de la influencia de una neurona sobre otra. Durante el entrenamiento, los pesos se ajustan para mejorar el rendimiento de la red, Cada neurona tiene una función de activación que determina si se activa o no en función de las señales recibidas. Algunas funciones comunes incluyen la función sigmoide, la función de paso y la función ReLU (Rectified Linear Unit), Las neuronas se organizan en capas. Las redes neuronales suelen tener una capa de entrada, una o varias capas ocultas y una capa de salida. Las capas ocultas son responsables de aprender patrones complejos en los datos, en una capa pueden estar conectadas a todas las neuronas en la capa siguiente. Las conexiones entre neuronas tienen pesos que se ajustan durante el entrenamiento, Las redes neuronales aprenden ajustando los pesos de las conexiones durante el entrenamiento. Utilizan algoritmos como “retro propagación” (backpropagation) para minimizar la diferencia entre las predicciones de la red y las salidas deseadas.

Entrenar una red neuronal implica ajustar los pesos y sesgos de la red para que pueda realizar una tarea específica correctamente. En el contexto del aprendizaje supervisado, esto significa que la red neuronal aprende a mapear entradas a salidas deseables, basándose en un conjunto de datos de entrenamiento donde las entradas y las salidas ya están emparejadas, normalmente al principio los pesos de la red se inicializan aleatoriamente. Estos pesos determinan la influencia de las conexiones entre las neuronas, Durante la propagación hacia adelante (Forward Propagation), las entradas se pasan a través de la red, y cada neurona realiza cálculos basados en los pesos y las funciones de activación. Esto genera una predicción. En este proceso se puede presentar un porcentaje de perdida. La pérdida (o error) se calcula comparando la predicción de la red con la salida esperada en el conjunto de entrenamiento. Existen diversas funciones de pérdida según el tipo de problema (por ejemplo, para problemas de clasificación se usa la entropía cruzada); Una vez que se calcula la pérdida, se da inicio a la retro propagación del Error (Backpropagation) se retro propaga hacia atrás a través de la red. Durante este proceso, se calculan las derivadas parciales de la función de pérdida con respecto a los pesos de la red. Esto indica cómo deben ajustarse los pesos para reducir la pérdida. Al obtener las derivadas, se utiliza un algoritmo de optimización (como el descenso del gradiente) para ajustar los pesos y minimizar la pérdida. El tamaño del paso de ajuste (conocido como tasa de aprendizaje) es un parámetro crítico en este proceso ya que una tasa de aprendizaje adecuada permite que el modelo converja más rápido hacia una solución óptima. Una tasa de aprendizaje demasiado pequeña hará que el proceso de aprendizaje sea lento, mientras que una tasa demasiado grande puede hacer que el modelo oscile alrededor de la solución óptima sin converger. Este proceso se puede repetir iterativamente durante varias épocas o hasta que la pérdida converja a un valor mínimo aceptable en el conjunto de entrenamiento.

Después de entrenar la red, se evalúa su rendimiento en un conjunto de datos de validación para asegurarse de que no se ha sobre ajustado al conjunto de entrenamiento. En caso de sobreajuste (cuando el modelo se adapta demasiado a los datos de entrenamiento y no puede generalizar bien), se pueden tomar medidas para regularizar la red, por ejemplo, mediante la técnica de abandono o dropout (consiste en desactivar aleatoriamente un porcentaje de las neuronas en una capa durante el entrenamiento). Es por ello que definir una tasa de aprendizaje adecuada resulta crucial para el proceso, ya que al estar equilibrada puede ayudar a mantener la estabilidad del entrenamiento ya que como se dijo anteriormente si es demasiado alta los pesos pueden oscilar y nunca converger. Si es Demasiado baja el modelo puede quedarse atascado en un mínimo local o incluso puede no aprender nada; El objetivo del entrenamiento de una red neuronal es aprender patrones en los datos que sean generalizables, y no vistos antes, con el fin de dar paso a el proceso de pruebas y evaluación que consiste en evaluar el modelo entrenado utilizando datos que no ha visto antes (conjunto de prueba). Este paso es crucial para determinar el rendimiento real del modelo en datos no vistos y verificar si generaliza bien.

Si el rendimiento del modelo en el conjunto de prueba no es satisfactorio, se debe considerar ajustar los hiperparámetros, como la tasa de aprendizaje, el número de capas, el número de neuronas, etc., y luego volver a entrenar el modelo. Debido a que es un proceso iterativo. A menudo, es necesario ajustar el modelo y los datos en función de los resultados obtenidos durante la evaluación para mejorar el rendimiento del modelo en datos no vistos y garantizar una mejor generalización. Este proceso se puede repetir durante varias épocas o hasta que la pérdida converja a un valor mínimo aceptable en el conjunto de entrenamiento.

El problema principal que se encuentra a la hora de entrenar una red neuronal se basa en

la cantidad de datos de entrenamiento que tenemos a nuestro alcance, que estén correctamente etiquetados y limpios, en el caso de estudio actual conseguir todos estos datos no resulta un proceso fácil ya que las empresas de trasporte público de Manizales no resultan muy flexibles a la hora de difundir información de sus operaciones; la búsqueda de la información puede resultar costosa y tardada, es por eso se han propuesto técnicas que facilitan la recolección y procesamiento de la información como la Trasferer Learning ( Transferencia de Aprendizaje) o “Data Augmentation”, técnicas en las cuales se busca tener un mayor número de datos con el fin de que las predicciones que genere sean más acertadas y tengan un bajo porcentaje de error, para este trabajo de grado se tendrán en cuenta variables de relevancia como lo son: la ruta específica que recorren los vehículos de servicio de trasporte público, su tiempo estimado, la distancia de inicio a fin, el promedio de pasajeros diario, las condiciones en que se encuentra la ruta ( optima o no ), los vehículos disponibles con los que cuentan para cubrir la ruta, la hora , el día de la semana; dado que en la actualidad en la ciudad de Manizales no se cuenta aún con el servicio de Tarjetas de Chip Inteligente que le permita a el usuario recargar crédito en el chip de la tarjeta, y los lectores de tarjetas puedan leer la información del chip para procesar el pago generando así un registro en la base de datos de las empresas de trasporte público no se dispone de esta valiosa información.

Teniendo en cuenta lo anterior se utilizó la técnica “Data Augmentation” que es utilizada en el campo del aprendizaje profundo (y específicamente en problemas de visión por computadora) para aumentar la cantidad y variedad de datos de entrenamiento. Implica aplicar transformaciones simples y aleatorias a los datos existentes para crear nuevas muestras de datos. Estas transformaciones no cambian la etiqueta o la naturaleza fundamental de la muestra, pero sí alteran su apariencia de maneras que son realistas y relevantes para el problema que se está abordando, La Data Augmentation se utiliza principalmente cuando el conjunto de datos de entrenamiento es limitado, lo que es bastante común en situaciones del mundo real. Al aumentar artificialmente el tamaño del conjunto de datos, se puede mejorar la capacidad del modelo para generalizar a datos nuevos y no vistos. Además, al exponer el modelo a una variedad de transformaciones de los datos, se hace más robusto frente a las variaciones en los datos de prueba, las transformaciones pueden implicar cambiar palabras por sinónimos, reorganizar oraciones, variar rangos de hora, entre otros.

**Variables Seleccionadas y su Influencia en la Predicción del Transporte Público**

**Ruta**: Esta variable representa el trayecto o itinerario específico que siguen los vehículos de transporte público. La selección de la ruta puede influir directamente en la demanda de pasajeros, ya que rutas más cortas o aquellas que conectan áreas densamente pobladas pueden tener una mayor afluencia de usuarios.

**Hora**: El factor temporal es fundamental en el transporte público. Las horas del día influyen significativamente en la demanda; por ejemplo, las horas pico pueden experimentar un mayor flujo de pasajeros debido a los desplazamientos laborales.

**Día**: Los patrones de demanda varían según el día de la semana. Los fines de semana o días festivos pueden tener un comportamiento diferente en comparación con los días laborales, lo que impacta en la ocupación de los vehículos.

**Condición de la Ruta**: La condición de la ruta puede influir en la eficiencia del servicio. Rutas en óptimas condiciones pueden tener tiempos de viaje más cortos y mayor fluidez, lo que atrae a más pasajeros.

**Vehículos Disponibles por ruta:** El número de vehículos disponibles por ruta es crucial. Una oferta insuficiente puede generar tiempos de espera prolongados y afectar la satisfacción del usuario.

**Distancia Ruta en Km:** La distancia de la ruta impacta en la duración del viaje. Rutas más largas pueden requerir más tiempo de viaje y pueden experimentar diferentes patrones de demanda en diferentes tramos del recorrido.

**Tiempo de Ruta:** El tiempo estimado de la ruta de inicio a fin es esencial. Un tiempo estimado preciso ayuda a planificar horarios y frecuencias de servicios, influyendo en la puntualidad y satisfacción del usuario.

**Promedio Pasajeros Dia**: El promedio de pasajeros diarios es un indicador clave de la demanda. Un alto promedio de pasajeros puede señalar la necesidad de más vehículos en esa ruta o en momentos específicos del día.

**Influencia en la Demanda y Eficiencia del Sistema de Transporte**

Estas variables ejercen una influencia significativa en la predicción y eficiencia del sistema de transporte público. El análisis conjunto de estas variables proporciona una comprensión detallada de los patrones de demanda, permitiendo una mejor planificación y asignación de recursos. Por ejemplo: La combinación de la hora y la ruta puede ayudar a identificar las horas pico en rutas específicas, optimizando la frecuencia de los vehículos.

La disponibilidad de vehículos por ruta y el promedio de pasajeros diarios son factores críticos para evitar la sobrecarga o la subutilización de recursos, optimizando la eficiencia del sistema. Las condiciones de la ruta y la distancia influyen en los tiempos de viaje y, por ende, en la satisfacción del usuario. Identificar rutas más eficientes puede mejorar la experiencia del pasajero y atraer más usuarios al sistema de transporte público.

Estas variables, al ser analizadas en conjunto, ofrecen una visión holística que permite comprender y predecir la demanda, optimizando así la operación y la calidad del servicio en el sistema de transporte público.

**Metodologías de Entrenamiento y Validación de Redes Neuronales**

Validación Cruzada: Se empleó la técnica de Validación Cruzada, específicamente Stratified K-Fold, donde el conjunto de datos se divide en k subconjuntos. Esto permite evaluar el modelo en k iteraciones distintas, asegurando que cada subconjunto sea utilizado tanto para entrenamiento como para validación, evitando así el sobreajuste y obteniendo una evaluación más robusta del modelo.

División de Conjuntos de Datos: Se dividió el conjunto de datos en datos de entrenamiento y datos de prueba. Los datos de entrenamiento se utilizaron para ajustar los pesos y los datos de prueba para evaluar el rendimiento del modelo entrenado. Esta división asegura que el modelo no sea evaluado con datos que ha visto durante el entrenamiento, lo que proporciona una evaluación imparcial de su desempeño.

Optimización de Hiperparámetros: Se emplearon técnicas de optimización de hiperparámetros para encontrar la combinación óptima de parámetros del modelo. Se realizaron experimentos variando los hiperparámetros como la tasa de aprendizaje, el número de neuronas en las capas ocultas, la función de activación y el optimizador, con el objetivo de mejorar el rendimiento del modelo.

**Justificación de la Selección de Herramientas y Lenguajes de Programación**

Python como Lenguaje de Programación: Python es conocido por su versatilidad y facilidad de uso, lo que lo hace ideal para proyectos de análisis de datos y aprendizaje automático, cuenta con una amplia comunidad de desarrolladores y científicos de datos que han contribuido a un vasto ecosistema de librerías y herramientas específicas para Machine Learning y Deep Learning. Ofrece una gran cantidad de librerías específicas para la manipulación de datos, visualización, y desarrollo de modelos de Machine Learning, lo que facilita enormemente el desarrollo de la red neuronal.

Librerías Utilizadas: La elección de estas herramientas y librerías se basó en su robustez, versatilidad y capacidad para abordar los desafíos específicos relacionados con el análisis de datos y la creación de modelos de redes neuronales para el problema del transporte público en Manizales.

Pandas: Ideal para la manipulación y análisis de datos, permitiendo cargar, limpiar y transformar conjuntos de datos de manera eficiente.

Matplotlib y Seaborn: Ofrecen capacidades gráficas para visualizar datos y resultados de manera efectiva.

Keras (parte de TensorFlow): Proporciona una interfaz sencilla y potente para la creación y entrenamiento de redes neuronales, facilitando la experimentación con diferentes arquitecturas.

Scikit-Learn: Ofrece herramientas para la preparación de datos, evaluación de modelos y selección de hiperparámetros.

Plotly Express: Ayuda a crear visualizaciones interactivas que pueden ser útiles para presentar resultados y tendencias de manera más dinámica.

TensorFlow: Una de las librerías líderes en Deep Learning que ofrece herramientas para construir y entrenar redes neuronales de manera eficiente. **Metodologías de Entrenamiento y Validación de Redes Neuronales**

**Validación Cruzada:** Se empleó la técnica de Validación Cruzada, específicamente Stratified K-Fold, donde el conjunto de datos se divide en k subconjuntos. Esto permite evaluar el modelo en k iteraciones distintas, asegurando que cada subconjunto sea utilizado tanto para entrenamiento como para validación, evitando así el sobreajuste y obteniendo una evaluación más robusta del modelo.

**División de Conjuntos de Datos**: Se dividió el conjunto de datos en datos de entrenamiento y datos de prueba. Los datos de entrenamiento se utilizaron para ajustar los pesos y los datos de prueba para evaluar el rendimiento del modelo entrenado. Esta división asegura que el modelo no sea evaluado con datos que ha visto durante el entrenamiento, lo que proporciona una evaluación imparcial de su desempeño.

**Optimización de Hiperparámetros:** Se emplearon técnicas de optimización de hiperparámetros para encontrar la combinación óptima de parámetros del modelo. Se realizaron experimentos variando los hiperparámetros como la tasa de aprendizaje, el número de neuronas en las capas ocultas, la función de activación y el optimizador, con el objetivo de mejorar el rendimiento del modelo.

**7. Conclusiones**

* Se logró recopilar datos relevantes sobre el sistema de transporte público en Manizales, incluyendo información detallada sobre las rutas, el número de vehículos disponibles, las condiciones operativas y la demanda de pasajeros. Esta recopilación de datos se llevó a cabo mediante consultas a fuentes oficiales y entrevistas con miembros de las empresas de transporte público, proporcionando una visión integral de las variables involucradas.
* Se identificaron y seleccionaron las variables más relevantes, como la ruta, la hora del día, la disponibilidad de vehículos, el promedio diario de pasajeros, las distancia y el tiempo de las rutas de inicio a fin y las condiciones de las rutas, para la predicción de la demanda de transporte público. Estas variables fueron clave en la definición del modelo de red neuronal.
* Se diseñó y desarrolló una arquitectura de red neuronal utilizando herramientas de inteligencia artificial. La estructura de la red neuronal se definió considerando las variables seleccionadas y se entrenó con los datos recopilados para predecir la demanda de transporte público.
* Se validó la red neuronal en un entorno de prueba utilizando técnicas como la validación cruzada para evaluar su funcionalidad y eficacia en la predicción de la demanda. Se comprobó que la red neuronal era capaz de generalizar y hacer predicciones sobre la demanda de transporte público en Manizales.
* Tras analizar los resultados obtenidos de la red neuronal, se observó que el modelo pudo realizar predicciones consistentes sobre la demanda de transporte público. Como resultado, se sugieren recomendaciones para mejorar la gestión operativa del sistema, tales como ajustes en la disponibilidad de vehículos en rutas específicas y optimización de horarios en función de la demanda fluctuante.
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